Міністерство освіти і науки України

Національний технічний університет України «Київський політехнічний інститут ім. Ігоря Сікорського»

Факультет інформатики та обчислювальної техніки

Кафедра обчислювальної техніки

ЛАБОРАТОРНА РОБОТА № 6

з дисципліни «Методи оптимізації та планування експерименту»

Виконав:

студент ІІ курсу ФІОТ

групи ІО-82

Мамотенко Б.О.

Залікова книжка № 8212

Варіант: 211

Перевірив:

ст. вик.

Регіда П. Г.

Київ – 2020

Варіант завдання:

![](data:image/png;base64,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)

Код програми:

import random  
import numpy  
import math  
import scipy.stats  
import copy  
  
def det(arr):  
 return numpy.linalg.det(numpy.array(arr))  
def coefficients\_interaction\_squares(matrix, matrix\_y, N):  
 # flag = true, then natural coefficients  
 matrix = copy.deepcopy(matrix)  
 if True:  
 average\_y = [sum(matrix\_y[i]) / m for i in range(N)]  
 for row in range(N):  
 matrix[row].insert(0, 1)  
 matrix[row].append(average\_y[row])  
  
 matrix\_help = []  
 matrix\_m\_ii = []  
 reverse\_matrix = list(map(list, zip(\*matrix)))  
 for i in range(len(reverse\_matrix) - 1):  
 mult = reverse\_matrix[i]  
 matrix\_m\_ii.append([])  
 for j in range(len(mult)):  
 matrix\_help.append([reverse\_matrix[col][j] \* mult[j] for col in range(len(reverse\_matrix))])  
  
 reverse\_matrix\_m\_ii = list(map(list, zip(\*matrix\_help)))  
 for col in range(len(reverse\_matrix\_m\_ii)):  
 matrix\_m\_ii[i].append(sum(reverse\_matrix\_m\_ii[col]))  
 matrix\_help = []  
  
 list\_k = []  
 for row in range(len(matrix\_m\_ii)):  
 list\_k.append(matrix\_m\_ii[row].pop(-1))  
  
 denominator = matrix\_m\_ii[:]  
 denominator\_det = det(denominator)  
  
 reverse\_det = list(map(list, zip(\*denominator)))  
 list\_b = []  
 for i in range(len(reverse\_det)):  
 numerator = reverse\_det[:]  
 numerator[i] = list\_k  
 list\_b.append(det(list(zip(\*numerator))) / denominator\_det)  
 return list\_b  
  
x1\_min = 10  
x1\_max = 60  
x2\_min = -35  
x2\_max = 15  
x3\_min = 10  
x3\_max = 15  
m = 3  
x\_norm = [[1, -1, -1, -1, 1, 1, 1, -1, 1, 1, 1],  
 [1, -1, 1, 1, -1, -1, 1, -1, 1, 1, 1],  
 [1, 1, -1, 1, -1, 1, -1, -1, 1, 1, 1],  
 [1, 1, 1, -1, 1, -1, -1, -1, 1, 1, 1],  
 [1, -1, -1, 1, 1, -1, -1, 1, 1, 1, 1],  
 [1, -1, 1, -1, -1, 1, -1, 1, 1, 1, 1],  
 [1, 1, -1, -1, -1, -1, 1, 1, 1, 1, 1],  
 [1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1],  
 [1, -1.73, 0, 0, 0, 0, 0, 0, 2.9929, 0, 0],  
 [1, 1.73, 0, 0, 0, 0, 0, 0, 2.9929, 0, 0],  
 [1, 0, -1.73, 0, 0, 0, 0, 0, 0, 2.9929, 0],  
 [1, 0, 1.73, 0, 0, 0, 0, 0, 0, 2.9929, 0],  
 [1, 0, 0, -1.73, 0, 0, 0, 0, 0, 0, 2.9929],  
 [1, 0, 0, 1.73, 0, 0, 0, 0, 0, 0, 2.9929]]  
  
x01 = (x1\_min + x1\_max) / 2  
x02 = (x2\_min + x2\_max) / 2  
x03 = (x3\_min + x3\_max) / 2  
  
dx1 = x1\_max - x01  
dx2 = x2\_max - x02  
dx3 = x3\_max - x03  
l = 1.73  
x\_nat = [[1, x1\_min, x2\_min, x3\_min, x1\_min \* x2\_min, x1\_min \* x3\_min, x2\_min \* x3\_min, x1\_min \* x2\_min \* x3\_min, x1\_min \* x1\_min,  
 x2\_min \* x2\_min, x3\_min \* x3\_min],  
 [1, x1\_min, x2\_max, x3\_max, x1\_min \* x2\_max, x1\_min \* x3\_max, x2\_max \* x3\_max, x1\_min \* x2\_max \* x3\_max, x1\_min \* x1\_min,  
 x2\_max \* x2\_max, x3\_max \* x3\_max],  
 [1, x1\_max, x2\_min, x3\_max, x1\_max \* x2\_min, x1\_max \* x3\_max, x2\_min \* x3\_max, x1\_max \* x2\_min \* x3\_max, x1\_max \* x1\_max,  
 x2\_min \* x2\_min, x3\_max \* x3\_max],  
 [1, x1\_max, x2\_max, x3\_min, x1\_max \* x2\_max, x1\_max \* x3\_min, x2\_max \* x3\_min, x1\_max \* x2\_max \* x3\_min, x1\_max \* x1\_max,  
 x2\_max \* x2\_max, x3\_min \* x3\_min],  
 [1, x1\_min, x2\_min, x3\_max, x1\_min \* x2\_min, x1\_min \* x3\_max, x2\_min \* x3\_max, x1\_min \* x2\_min \* x3\_max, x1\_min \* x1\_min,  
 x2\_min \* x2\_min, x3\_max \* x3\_max],  
 [1, x1\_min, x2\_max, x3\_min, x1\_min \* x2\_max, x1\_min \* x3\_min, x2\_max \* x3\_min, x1\_min \* x2\_max \* x3\_min, x1\_min \* x1\_min,  
 x2\_max \* x2\_max, x3\_min \* x3\_min],  
 [1, x1\_max, x2\_min, x3\_min, x1\_max \* x2\_min, x1\_max \* x3\_min, x2\_min \* x3\_min, x1\_max \* x2\_min \* x3\_min, x1\_max \* x1\_max,  
 x2\_min \* x2\_min, x3\_min \* x3\_min],  
 [1, x1\_max, x2\_max, x3\_max, x1\_max \* x2\_max, x1\_max \* x3\_max, x2\_max \* x3\_max, x1\_max \* x2\_max \* x3\_max, x1\_max \* x1\_max,  
 x2\_max \* x2\_max, x3\_max \* x3\_max],  
 [1, -l \* dx1 + x01, x02, x03, (-l \* dx1 + x01) \* x02, (-l \* dx1 + x01) \* x03, x02 \* x03,  
 (-l \* dx1 + x01) \* x02 \* x03, (-l \* dx1 + x01) \* (-l \* dx1 + x01), x02 \* x02, x03 \* x03],  
 [1, l \* dx1 + x01, x02, x03, (l \* dx1 + x01) \* x02, (l \* dx1 + x01) \* x03, x02 \* x03,  
 (l \* dx1 + x01) \* x02 \* x03, (l \* dx1 + x01) \* (l \* dx1 + x01), x02 \* x02, x03 \* x03],  
 [1, x01, -l \* dx2 + x02, x03, x01 \* (-l \* dx2 + x02), x01 \* x03, (-l \* dx2 + x02) \* x03,  
 x01 \* (-l \* dx2 + x02) \* x03, x01 \* x01, (-l \* dx2 + x02) \* (-l \* dx2 + x02), x03 \* x03],  
 [1, x01, l \* dx2 + x02, x03, x01 \* (l \* dx2 + x02), x01 \* x03, (l \* dx2 + x02) \* x03,  
 x01 \* (l \* dx2 + x02) \* x03, x01 \* x01, (l \* dx2 + x02) \* (l \* dx2 + x02), x03 \* x03],  
 [1, x01, x02, -l \* dx3 + x03, x01 \* x02, x01 \* (-l \* dx3 + x03), x02 \* (-l \* dx3 + x03),  
 x01 \* x02 \* (-l \* dx3 + x03), x01 \* x01, x02 \* x02, (-l \* dx3 + x03) \* (-l \* dx3 + x03)],  
 [1, x01, x02, l \* dx3 + x03, x01 \* x02, x01 \* (l \* dx3 + x03), x02 \* (l \* dx3 + x03),  
 x01 \* x02 \* (l \* dx3 + x03), x01 \* x01, x02 \* x02, (l \* dx3 + x03) \* (l \* dx3 + x03)]]  
  
print("X нормалізоване = ")  
for i in range(14):  
 print(x\_norm[i])  
  
print("X натуралізоване = ")  
for i in range(14):  
 print(x\_nat[i])  
  
D = [0]\*14  
ySr = [0]\*14  
flag = True  
y = []  
while flag:  
 y = [[3.8 + 6.4 \* x\_nat[i][1] + 4.8 \* x\_nat[i][2] + 6.9 \* x\_nat[i][3] + 9 \* x\_nat[i][1] \* x\_nat[i][1] +  
 0.2 \* x\_nat[i][2] \* x\_nat[i][2] + 5.2 \* x\_nat[i][3] \* x\_nat[i][3] + 2.6 \* x\_nat[i][1] \* x\_nat[i][2] +  
 1 \* x\_nat[i][1] \* x\_nat[i][3] + 0.6 \* x\_nat[i][2] \* x\_nat[i][3] + 1.8 \* x\_nat[i][1] \* x\_nat[i][2] \* x\_nat[i][3]  
 + random.randint(0, 10) - 5 for j in range(m)] for i in range(14)]  
 print("Y = ")  
 for i in range(14):  
 print(y[i])  
  
 for i in range(m):  
 for j in range(len(ySr)):  
 ySr[j] += y[j][i]  
 ySr = list(map(lambda x: x/m, ySr))  
  
 mx1 = 0  
 mx2 = 0  
 mx3 = 0  
 a11, a22, a33 = 0, 0, 0  
 a12 = a21 = 0  
 a13 = a31 = 0  
 a23 = a32 = 0  
 for i in range(14):  
 mx1 += x\_nat[i][1]  
 mx2 += x\_nat[i][2]  
 mx3 += x\_nat[i][3]  
 a11 += x\_nat[i][1] \*\* 2  
 a22 += x\_nat[i][2] \*\* 2  
 a33 += x\_nat[i][3] \*\* 2  
 a12 += x\_nat[i][1] \* x\_nat[i][2]  
 a13 += x\_nat[i][1] \* x\_nat[i][3]  
 a23 += x\_nat[i][2] \* x\_nat[i][3]  
 mx1 = mx1 / 14  
 mx2 = mx2 / 14  
 mx3 = mx3 / 14  
 a11 = a11 / 14  
 a22 = a22 / 14  
 a33 = a33 / 14  
 a12 = a21 = a12 / 14  
 a13 = a31 = a13 / 14  
 a23 = a32 = a23 / 14  
 a1 = 0  
 a2 = 0  
 a3 = 0  
 my = 0  
 for i in range(14):  
 a1 += x\_nat[i][1] \* ySr[i]  
 a2 += x\_nat[i][2] \* ySr[i]  
 a3 += x\_nat[i][3] \* ySr[i]  
 my += ySr[i]  
  
 a1 = a1 / 14  
 a2 = a2 / 14  
 a3 = a3 / 14  
 my = my / 14  
 a = numpy.array([[1, mx1, mx2, mx3],  
 [mx1, a11, a12, a13],  
 [mx2, a12, a22, a32],  
 [mx3, a13, a23, a33]])  
 c = numpy.array([[my], [a1], [a2], [a3]])  
 b = numpy.linalg.solve(a, c)  
 print("Рівняння регресії")  
 print("y = ", round(b[0][0], 2), "+", round(b[1][0], 2), " \* x1 +", round(b[2][0], 2), " \* x2 +", round(b[3][0], 2),  
 "\* x3")  
  
 for i in range(m):  
 for j in range(len(D)):  
 D[j] += pow((y[j][i] - ySr[j]),2)  
 D = list(map(lambda x: x/m, D))  
 print(D)  
 Dmax = max(D)  
 Gp = Dmax / sum(D)  
 f1 = m - 1  
 f2 = 14  
 q = 0.05  
 Gt = 0.35  
 if f1 == 3:  
 Gt = 0.3  
 if Gp < Gt:  
 print(Gp, "<", Gt)  
 print("Дисперcія однорідна")  
 print("m = ", m, "\n")  
 flag = False  
 else:  
 print(Gp, ">", Gt)  
 print("Дисперcія неоднорідна\n")  
 print("m = ", m)  
 m += 1  
  
DB = sum(D) / 14  
Dbeta2 = DB / (14 \* m)  
Dbeta = math.sqrt(Dbeta2)  
beta0 = (ySr[0] \* x\_norm[0][0] + ySr[1] \* x\_norm[1][0] + ySr[2] \* x\_norm[2][0] + ySr[3] \* x\_norm[3][0] + x\_norm[4][0] \* ySr[4] +  
 x\_norm[5][0] \* ySr[5] + x\_norm[6][0] \* ySr[6] + x\_norm[7][0] \* ySr[7] + ySr[8] \* x\_norm[8][0] + ySr[9] \* x\_norm[9][  
 0] + ySr[10] \* x\_norm[10][0] + ySr[11] \* x\_norm[11][0] + x\_norm[12][0] \* ySr[12] +  
 x\_norm[13][0] \* ySr[13]) / 14  
beta1 = (ySr[0] \* x\_norm[0][1] + ySr[1] \* x\_norm[1][1] + ySr[2] \* x\_norm[2][1] + ySr[3] \* x\_norm[3][1] + x\_norm[4][1] \* ySr[4] +  
 x\_norm[5][1] \* ySr[5] + x\_norm[6][1] \* ySr[6] + x\_norm[7][1] \* ySr[7] + ySr[8] \* x\_norm[8][1] + ySr[9] \* x\_norm[9][  
 1] + ySr[10] \* x\_norm[10][1] + ySr[11] \* x\_norm[11][1] + x\_norm[12][1] \* ySr[12] +  
 x\_norm[13][1] \* ySr[13]) / 14  
beta2 = (ySr[0] \* x\_norm[0][2] + ySr[1] \* x\_norm[1][2] + ySr[2] \* x\_norm[2][2] + ySr[3] \* x\_norm[3][2] + x\_norm[4][2] \* ySr[4] +  
 x\_norm[5][2] \* ySr[5] + x\_norm[6][2] \* ySr[6] + x\_norm[7][2] \* ySr[7] + ySr[8] \* x\_norm[8][2] + ySr[9] \* x\_norm[9][  
 2] + ySr[10] \* x\_norm[10][2] + ySr[11] \* x\_norm[11][2] + x\_norm[12][2] \* ySr[12] +  
 x\_norm[13][2] \* ySr[13]) / 14  
beta3 = (ySr[0] \* x\_norm[0][3] + ySr[1] \* x\_norm[1][3] + ySr[2] \* x\_norm[2][3] + ySr[3] \* x\_norm[3][3] + x\_norm[4][3] \* ySr[4] +  
 x\_norm[5][3] \* ySr[5] + x\_norm[6][3] \* ySr[6] + x\_norm[7][3] \* ySr[7] + ySr[8] \* x\_norm[8][3] + ySr[9] \* x\_norm[9][  
 3] + ySr[10] \* x\_norm[10][3] + ySr[11] \* x\_norm[11][3] + x\_norm[12][3] \* ySr[12] +  
 x\_norm[13][3] \* ySr[13]) / 14  
  
tN = []  
for i in range(4):  
 tN.append((locals().get("beta"+str(i)))/Dbeta)  
  
f3 = f1 \* f2  
ttabl = 2.048  
if f3 > 25:  
 ttabl = 1.960  
print("Оцінимо значимість коефіцієнтів регресіїї згідно критерію Стьюдента")  
str(list(map(lambda x: print(str(x), " ", ttabl), tN)))  
  
coef = [1, 0, 0, 0]  
for i in range(len(tN)):  
 if tN[i] > ttabl:  
 coef[i] = 1  
print("Значимі коефіцієнти (1 - значимий) ", coef, "\n")  
yQ = [[0]]\*14  
for i in range(14):  
 for j in range(4):  
 yQ[i][0] += coef[j] \* b[j] \* x\_nat[i][j]  
  
print("Рівняння регресії згідно критерію Стьюдента")  
print("y = ", coef[0] \* round(b[0][0], 4), "+", coef[1] \* round(b[1][0], 4), " \* x1 +", coef[2] \* round(b[2][0], 4),  
 " \* x2 +", coef[3] \* round(b[3][0], 4),  
 "\* x3")  
# Фишер  
d = 0  
for i in range(len(coef)):  
 if coef[i] == 1:  
 d += 1  
f4 = 14 - d  
S\_ad = (m / (14 - d)) \* (pow((yQ[0][0] - ySr[0]), 2) + pow((yQ[1][0] - ySr[1]), 2) + pow((yQ[2][0] - ySr[2]), 2) + pow(  
 (yQ[3][0] - ySr[3]), 2)  
 + pow((yQ[4][0] - ySr[4]), 2) + pow((yQ[5][0] - ySr[5]), 2) + pow((yQ[6][0] - ySr[6]), 2) + pow(  
 (yQ[7][0] - ySr[7]), 2) + pow((yQ[8][0] - ySr[8]), 2) + pow((yQ[9][0] - ySr[9]), 2) + pow(  
 (yQ[10][0] - ySr[10]), 2) + pow(  
 (yQ[11][0] - ySr[11]), 2)  
 + pow((yQ[12][0] - ySr[12]), 2) + pow((yQ[13][0] - ySr[13]), 2))  
Fp = S\_ad / DB  
Ft = 4.1709  
if f4 == 13:  
 Fp = 3.3158  
if f4 == 12:  
 Fp = 2.9223  
if f4 == 11:  
 Fp = 2.6896  
if f4 == 10:  
 Fp = 2.5336  
if f4 == 9:  
 Fp = 2.4205  
if f4 == 8:  
 Fp = 2.3343  
if f4 == 7:  
 Fp = 2.2662  
if f4 == 6:  
 Fp = 2.2107  
if f4 == 5:  
 Fp = 2.1646  
if f4 == 4:  
 Fp = 2.1256  
if f4 == 3:  
 Fp = 2.0921  
if f4 == 2:  
 Fp = 2.063  
if f4 == 1:  
 Fp = 2.0374  
adect = 1  
if Fp > Ft:  
 print("Рівняння регресії неадекватно оригіналу при рівні значимості 0.05 за критерієм Фішера\n")  
 adect = 1  
else:  
 print("Рівняння регресії адекватно оригіналу при рівні значимості 0.05 за критерієм Фішера")  
 adect = 1  
  
flag2 = False  
if adect == 1:  
 m0\_0 = 8  
 m1\_0 = m0\_1 = 0  
 m2\_0 = m0\_2 = 0  
 m3\_0 = m0\_3 = 0  
 m4\_0 = m0\_4 = 0  
 m5\_0 = m0\_5 = 0  
 m6\_0 = m0\_6 = 0  
 m7\_0 = m0\_7 = 0  
 m1\_2 = m2\_1 = 0  
 m1\_3 = m3\_1 = 0  
 m1\_4 = m4\_1 = 0  
 m1\_5 = m5\_1 = 0  
 m1\_6 = m6\_1 = 0  
 m1\_7 = m7\_1 = 0  
 m2\_3 = m3\_2 = 0  
 m2\_4 = m4\_2 = 0  
 m2\_5 = m5\_2 = 0  
 m2\_6 = m6\_2 = 0  
 m2\_7 = m7\_2 = 0  
 m3\_4 = m4\_3 = 0  
 m3\_5 = m5\_3 = 0  
 m3\_6 = m6\_3 = 0  
 m3\_7 = m7\_3 = 0  
 m4\_5 = m5\_4 = 0  
 m4\_6 = m6\_4 = 0  
 m4\_7 = m7\_4 = 0  
 m5\_6 = m6\_5 = 0  
 m5\_7 = m7\_5 = 0  
 m6\_7 = m7\_6 = 0  
  
 m1\_1 = 0  
 m2\_2 = 0  
 m3\_3 = 0  
 m4\_4 = 0  
 m5\_5 = 0  
 m6\_6 = 0  
 m7\_7 = 0  
  
 for i in range(14):  
 m1\_0 += x\_nat[i][1]  
 m2\_0 += x\_nat[i][2]  
 m3\_0 += x\_nat[i][3]  
 m4\_0 += x\_nat[i][1] \* x\_nat[i][2]  
 m5\_0 += x\_nat[i][1] \* x\_nat[i][3]  
 m6\_0 += x\_nat[i][3] \* x\_nat[i][2]  
 m7\_0 += x\_nat[i][1] \* x\_nat[i][2] \* x\_nat[i][3]  
 m1\_2 += x\_nat[i][1] \* x\_nat[i][2]  
 m1\_3 += x\_nat[i][1] \* x\_nat[i][3]  
 m1\_4 += pow(x\_nat[i][1], 2) \* x\_nat[i][2]  
 m1\_5 += pow(x\_nat[i][1], 2) \* x\_nat[i][3]  
 m1\_6 += x\_nat[i][1] \* x\_nat[i][2] \* x\_nat[i][3]  
 m1\_7 += pow(x\_nat[i][1], 2) \* x\_nat[i][2] \* x\_nat[i][3]  
 m2\_3 += x\_nat[i][3] \* x\_nat[i][2]  
 m2\_4 += pow(x\_nat[i][2], 2) \* x\_nat[i][1]  
 m2\_5 += x\_nat[i][1] \* x\_nat[i][2] \* x\_nat[i][3]  
 m2\_6 += pow(x\_nat[i][2], 2) \* x\_nat[i][3]  
 m2\_7 += pow(x\_nat[i][2], 2) \* x\_nat[i][3] \* x\_nat[i][1]  
 m3\_4 += x\_nat[i][1] \* x\_nat[i][2] \* x\_nat[i][3]  
 m3\_5 += pow(x\_nat[i][3], 2) \* x\_nat[i][1]  
 m3\_6 += pow(x\_nat[i][3], 2) \* x\_nat[i][2]  
 m3\_7 += pow(x\_nat[i][3], 2) \* x\_nat[i][2] \* x\_nat[i][1]  
 m4\_5 += pow(x\_nat[i][1], 2) \* x\_nat[i][2] \* x\_nat[i][3]  
 m4\_6 += pow(x\_nat[i][2], 2) \* x\_nat[i][3] \* x\_nat[i][1]  
 m4\_7 += pow(x\_nat[i][1], 2) \* pow(x\_nat[i][2], 2) \* x\_nat[i][3]  
 m5\_6 += pow(x\_nat[i][3], 2) \* x\_nat[i][2] \* x\_nat[i][1]  
 m5\_7 += pow(x\_nat[i][1], 2) \* pow(x\_nat[i][3], 2) \* x\_nat[i][2]  
 m6\_7 += pow(x\_nat[i][2], 2) \* pow(x\_nat[i][3], 2) \* x\_nat[i][1]  
  
 m1\_1 += pow(x\_nat[i][1], 2)  
 m2\_2 += pow(x\_nat[i][2], 2)  
 m3\_3 += pow(x\_nat[i][3], 2)  
 m4\_4 += pow(x\_nat[i][1], 2) \* pow(x\_nat[i][2], 2)  
 m5\_5 += pow(x\_nat[i][1], 2) \* pow(x\_nat[i][3], 2)  
 m6\_6 += pow(x\_nat[i][2], 2) \* pow(x\_nat[i][3], 2)  
 m7\_7 += pow(x\_nat[i][1], 2) \* pow(x\_nat[i][2], 2) \* pow(x\_nat[i][3], 2)  
 m0\_1 = m0\_1 / 14  
 m0\_2 = m0\_2 / 14  
 m0\_3 = m0\_3 / 14  
 m0\_4 = m0\_4 / 14  
 m0\_5 = m0\_5 / 14  
 m0\_6 = m0\_6 / 14  
 m0\_7 = m0\_7 / 14  
 m2\_1 = m2\_1 / 14  
 m3\_1 = m3\_1 / 14  
 m4\_1 = m4\_1 / 14  
 m5\_1 = m5\_1 / 14  
 m6\_1 = m6\_1 / 14  
 m7\_1 = m7\_1 / 14  
 m3\_2 = m3\_2 / 14  
 m4\_2 = m4\_2 / 14  
 m5\_2 = m5\_2 / 14  
 m6\_2 = m6\_2 / 14  
 m7\_2 = m7\_2 / 14  
 m4\_3 = m4\_3 / 14  
 m5\_3 = m5\_3 / 14  
 m6\_3 = m6\_3 / 14  
 m7\_3 = m7\_3 / 14  
 m5\_4 = m5\_4 / 14  
 m6\_4 = m6\_4 / 14  
 m7\_4 = m7\_4 / 14  
 m6\_5 = m6\_5 / 14  
 m7\_5 = m7\_5 / 14  
 m7\_6 = m7\_6 / 14  
 m0\_1 = m1\_0  
 m0\_2 = m2\_0  
 m0\_3 = m3\_0  
 m0\_4 = m4\_0  
 m0\_5 = m5\_0  
 m0\_6 = m6\_0  
 m0\_7 = m7\_0  
 m2\_1 = m1\_2  
 m3\_1 = m1\_3  
 m4\_1 = m1\_4  
 m5\_1 = m1\_5  
 m6\_1 = m1\_6  
 m7\_1 = m1\_7  
 m3\_2 = m2\_3  
 m4\_2 = m2\_4  
 m5\_2 = m2\_5  
 m6\_2 = m2\_6  
 m7\_2 = m2\_7  
 m4\_3 = m3\_4  
 m5\_3 = m3\_5  
 m6\_3 = m3\_6  
 m7\_3 = m3\_7  
 m5\_4 = m4\_5  
 m6\_4 = m4\_6  
 m7\_4 = m4\_7  
 m6\_5 = m5\_6  
 m7\_5 = m5\_7  
 m7\_6 = m6\_7  
  
 k0 = 0  
 k1 = 0  
 k2 = 0  
 k3 = 0  
 k4 = 0  
 k5 = 0  
 k6 = 0  
 k7 = 0  
 for i in range(14):  
 k0 += ySr[i]  
 k1 += ySr[i] \* x\_nat[i][1]  
 k2 += ySr[i] \* x\_nat[i][2]  
 k3 += ySr[i] \* x\_nat[i][3]  
 k4 += ySr[i] \* x\_nat[i][1] \* x\_nat[i][2]  
 k5 += ySr[i] \* x\_nat[i][1] \* x\_nat[i][3]  
 k6 += ySr[i] \* x\_nat[i][2] \* x\_nat[i][3]  
 k7 += ySr[i] \* x\_nat[i][1] \* x\_nat[i][2] \* x\_nat[i][3]  
 a = numpy.array([[m0\_0, m1\_0, m2\_0, m3\_0, m4\_0, m5\_0, m6\_0, m7\_0],  
 [m0\_1, m1\_1, m2\_1, m3\_1, m4\_1, m5\_1, m6\_1, m7\_1],  
 [m0\_2, m1\_2, m2\_2, m3\_2, m4\_2, m5\_2, m6\_2, m7\_2],  
 [m0\_3, m1\_3, m2\_3, m3\_3, m4\_3, m5\_3, m6\_3, m7\_3],  
 [m0\_4, m1\_4, m2\_4, m3\_4, m4\_4, m5\_4, m6\_4, m7\_4],  
 [m0\_5, m1\_5, m2\_5, m3\_5, m4\_5, m5\_5, m6\_5, m7\_5],  
 [m0\_6, m1\_6, m2\_6, m3\_6, m4\_6, m5\_6, m6\_6, m7\_6],  
 [m0\_7, m1\_7, m2\_7, m3\_7, m4\_7, m5\_7, m6\_7, m7\_7]])  
 c = numpy.array([[k0], [k1], [k2], [k3], [k4], [k5], [k6], [k7]])  
 b = numpy.linalg.solve(a, c)  
 print("Рівняння регресії з ефектом взаємодії: ")  
 print("y = ", round(b[0][0], 4), "+", round(b[1][0], 4), " \* x1 +", round(b[2][0], 4), " \* x2 +", round(b[3][0], 4),  
 "\* x3 +", round(b[4][0], 4),  
 " \* x1 \* x2 +", round(b[5][0], 4), " \* x1 \* x3 +", round(b[6][0], 4), "\* x2 \* x3 +", round(b[7][0], 4),  
 " \* x1 \* x2 \* x3\n")  
 DB = sum(D)/14  
 Dbeta2 = DB / (14 \* m)  
 Dbeta = math.sqrt(Dbeta2)  
 beta0 = (ySr[0] \* x\_norm[0][0] + ySr[1] \* x\_norm[1][0] + ySr[2] \* x\_norm[2][0] + ySr[3] \* x\_norm[3][0] + x\_norm[4][0] \* ySr[4] +  
 x\_norm[5][0] \* ySr[5] + x\_norm[6][0] \* ySr[6] + x\_norm[7][0] \* ySr[7] + ySr[8] \* x\_norm[8][0] + ySr[9] \* x\_norm[9][  
 0] + ySr[10] \* x\_norm[10][0] + ySr[11] \* x\_norm[11][0] + x\_norm[12][0] \* ySr[12] +  
 x\_norm[13][0] \* ySr[13]) / 14  
 beta1 = (ySr[0] \* x\_norm[0][1] + ySr[1] \* x\_norm[1][1] + ySr[2] \* x\_norm[2][1] + ySr[3] \* x\_norm[3][1] + x\_norm[4][1] \* ySr[4] +  
 x\_norm[5][1] \* ySr[5] + x\_norm[6][1] \* ySr[6] + x\_norm[7][1] \* ySr[7] + ySr[8] \* x\_norm[8][1] + ySr[9] \* x\_norm[9][  
 1] + ySr[10] \* x\_norm[10][1] + ySr[11] \* x\_norm[11][1] + x\_norm[12][1] \* ySr[12] +  
 x\_norm[13][1] \* ySr[13]) / 14  
 beta2 = (ySr[0] \* x\_norm[0][2] + ySr[1] \* x\_norm[1][2] + ySr[2] \* x\_norm[2][2] + ySr[3] \* x\_norm[3][2] + x\_norm[4][2] \* ySr[4] +  
 x\_norm[5][2] \* ySr[5] + x\_norm[6][2] \* ySr[6] + x\_norm[7][2] \* ySr[7] + ySr[8] \* x\_norm[8][2] + ySr[9] \* x\_norm[9][  
 2] + ySr[10] \* x\_norm[10][2] + ySr[11] \* x\_norm[11][2] + x\_norm[12][2] \* ySr[12] +  
 x\_norm[13][2] \* ySr[13]) / 14  
 beta3 = (ySr[0] \* x\_norm[0][3] + ySr[1] \* x\_norm[1][3] + ySr[2] \* x\_norm[2][3] + ySr[3] \* x\_norm[3][3] + x\_norm[4][3] \* ySr[4] +  
 x\_norm[5][3] \* ySr[5] + x\_norm[6][3] \* ySr[6] + x\_norm[7][3] \* ySr[7] + ySr[8] \* x\_norm[8][3] + ySr[9] \* x\_norm[9][  
 3] + ySr[10] \* x\_norm[10][3] + ySr[11] \* x\_norm[11][3] + x\_norm[12][3] \* ySr[12] +  
 x\_norm[13][3] \* ySr[13]) / 14  
 beta4 = (ySr[0] \* x\_norm[0][4] + ySr[1] \* x\_norm[1][4] + ySr[2] \* x\_norm[2][4] + ySr[3] \* x\_norm[3][4] + x\_norm[4][4] \* ySr[4] +  
 x\_norm[5][4] \* ySr[5] + x\_norm[6][4] \* ySr[6] + x\_norm[7][4] \* ySr[7] + ySr[8] \* x\_norm[8][4] + ySr[9] \* x\_norm[9][  
 4] + ySr[10] \* x\_norm[10][4] + ySr[11] \* x\_norm[11][4] + x\_norm[12][4] \* ySr[12] +  
 x\_norm[13][4] \* ySr[13]) / 14  
 beta5 = (ySr[0] \* x\_norm[0][5] + ySr[1] \* x\_norm[1][5] + ySr[2] \* x\_norm[2][5] + ySr[3] \* x\_norm[3][5] + x\_norm[4][5] \* ySr[4] +  
 x\_norm[5][5] \* ySr[5] + x\_norm[6][5] \* ySr[6] + x\_norm[7][5] \* ySr[7] + ySr[8] \* x\_norm[8][5] + ySr[9] \* x\_norm[9][5]  
 + ySr[10] \* x\_norm[10][5] + ySr[11] \* x\_norm[11][5] + x\_norm[12][5] \* ySr[12] +  
 x\_norm[13][5] \* ySr[13]) / 14  
 beta6 = (ySr[0] \* x\_norm[0][6] + ySr[1] \* x\_norm[1][6] + ySr[2] \* x\_norm[2][6] + ySr[3] \* x\_norm[3][6] + x\_norm[4][6] \* ySr[4] +  
 x\_norm[5][6] \* ySr[5] + x\_norm[6][6] \* ySr[6] + x\_norm[7][6] \* ySr[7] + ySr[8] \* x\_norm[8][6] + ySr[9] \* x\_norm[9][  
 6] + ySr[10] \* x\_norm[10][6] + ySr[11] \* x\_norm[11][6] + x\_norm[12][6] \* ySr[12] +  
 x\_norm[13][6] \* ySr[13]) / 14  
 beta7 = (ySr[0] \* x\_norm[0][7] + ySr[1] \* x\_norm[1][7] + ySr[2] \* x\_norm[2][7] + ySr[3] \* x\_norm[3][7] + x\_norm[4][7] \* ySr[4] +  
 x\_norm[5][7] \* ySr[5] + x\_norm[6][7] \* ySr[6] + x\_norm[7][7] \* ySr[7] + ySr[8] \* x\_norm[8][7] + ySr[9] \* x\_norm[9][  
 7] + ySr[10] \* x\_norm[10][7] + ySr[11] \* x\_norm[11][7] + x\_norm[12][7] \* ySr[12] +  
 x\_norm[13][7] \* ySr[13]) / 14  
  
 tN = []  
 for i in range(8):  
 tN.append(abs(locals().get("beta"+str(i))) / Dbeta)  
  
 f3 = f1 \* f2  
 ttabl = 2.048  
 if f3 > 25:  
 ttabl = 1.960  
 print("Оцінимо значимість коефіцієнтів регресіїї згідно критерію Стьюдента")  
 str(list(map(lambda x: print(str(x), " ", ttabl), tN)))  
  
 coef = [1, 0, 0, 0, 0, 0, 0, 0]  
 for k in range(8):  
 if tN[k] > ttabl:  
 coef[k] = 1  
 print("Значимі коефіцієнти (1 - значимий) ", coef, "\n")  
 yQ = [[0]]\*14  
 for i in range(14):  
 for j in range(8):  
 yQ[i][0] += coef[j] \* b[j] \* x\_nat[i][j]  
  
 print("Рівняння регресії згідно критерію Стьюдента")  
 print("y = ", coef[0] \* round(b[0][0], 4), "+", coef[1] \* round(b[1][0], 4), " \* x1 +", coef[2] \* round(b[2][0], 4),  
 " \* x2 +", coef[3] \* round(b[3][0], 4),  
 "\* x3 +", coef[4] \* round(b[4][0], 4), " \* x1 \* x2 +", coef[5] \* round(b[5][0], 4), " \* x1 \* x3 +",  
 coef[6] \* round(b[6][0], 4),  
 "\* x2 \* x3 +", coef[7] \* round(b[7][0], 4),  
 " \* x1 \* x2 \* x3")  
 # Фишер  
 d = 0  
 for i in range(len(coef)):  
 if coef[i] == 1:  
 d += 1  
 f4 = 14 - d  
 S\_ad = (m / (14 - d)) \* (pow((yQ[0][0] - ySr[0]), 2) + pow((yQ[1][0] - ySr[1]), 2) + pow((yQ[2][0] - ySr[2]), 2) + pow(  
 (yQ[3][0] - ySr[3]), 2)  
 + pow((yQ[4][0] - ySr[4]), 2) + pow((yQ[5][0] - ySr[5]), 2) + pow((yQ[6][0] - ySr[6]), 2) + pow(  
 (yQ[7][0] - ySr[7]), 2) + pow((yQ[8][0] - ySr[8]), 2) + pow((yQ[9][0] - ySr[9]), 2) + pow(  
 (yQ[10][0] - ySr[10]), 2) + pow(  
 (yQ[11][0] - ySr[11]), 2)  
 + pow((yQ[12][0] - ySr[12]), 2) + pow((yQ[13][0] - ySr[13]), 2))  
 Fp = S\_ad / DB  
 Ft = 4.1709  
 if f4 == 13:  
 Fp = 3.3158  
 if f4 == 12:  
 Fp = 2.9223  
 if f4 == 11:  
 Fp = 2.6896  
 if f4 == 10:  
 Fp = 2.5336  
 if f4 == 9:  
 Fp = 2.4205  
 if f4 == 8:  
 Fp = 2.3343  
 if f4 == 7:  
 Fp = 2.2662  
 if f4 == 6:  
 Fp = 2.2107  
 if f4 == 5:  
 Fp = 2.1646  
 if f4 == 4:  
 Fp = 2.1256  
 if f4 == 3:  
 Fp = 2.0921  
 if f4 == 2:  
 Fp = 2.063  
 if f4 == 1:  
 Fp = 2.0374  
 if Fp > Ft:  
 print("Рівняння регресії неадекватно оригіналу при рівні значимості 0.05 за критерієм Фішера\n")  
 flag2 = False  
 else:  
 print("Рівняння регресії адекватно оригіналу при рівні значимості 0.05 за критерієм Фішера")  
 flag2 = False  
  
if flag2 == False:  
 if Gp < Gt:  
 print(Gp, "<", Gt)  
 print("Дисперcія однорідна")  
 print("m = ", m, "\n")  
 else:  
 print(Gp, ">", Gt)  
 print("Дисперcія неоднорідна\n")  
 print("m=", m)  
  
 ySrNew = list()  
 for i in range(len(ySr)):  
 ySrNew.append(ySr[i])  
  
 matrix = [[0 for i in range(11)] for j in range(11)]  
 k5 = [0]\*11  
  
 for i in range(14):  
 for j in range(11):  
 matrix[0][j] += x\_nat[i][j]  
 matrix[1][j] += x\_nat[i][j] \* x\_nat[i][1]  
 matrix[2][j] += x\_nat[i][j] \* x\_nat[i][2]  
 matrix[3][j] += x\_nat[i][j] \* x\_nat[i][3]  
 matrix[4][j] += x\_nat[i][j] \* x\_nat[i][4]  
 matrix[5][j] += x\_nat[i][j] \* x\_nat[i][5]  
 matrix[6][j] += x\_nat[i][j] \* x\_nat[i][6]  
 matrix[7][j] += x\_nat[i][j] \* x\_nat[i][7]  
 matrix[8][j] += x\_nat[i][j] \* x\_nat[i][8]  
 matrix[9][j] += x\_nat[i][j] \* x\_nat[i][9]  
 matrix[10][j] += x\_nat[i][j] \* x\_nat[i][10]  
 k5[j] += x\_nat[i][j] \* ySrNew[j]  
  
  
 for i in range(11):  
 matrix[i]= list(map(lambda x: x/14, matrix[i]))  
 k5 = list(map(lambda x: x / 14, k5))  
 a = numpy.array(matrix)  
 c = numpy.array(k5)  
 b5 = numpy.linalg.solve(a, c)  
  
 print("Рівняння регресії з урахуванням квадратичних членів: ")  
 print("y = ", round(b5[0], 4), "+", round(b5[1], 4), " \* x1 +", round(b5[2], 4), " \* x2 +",  
 round(b5[3], 4),  
 "\* x3 +", round(b5[4], 4),  
 " \* x1 \* x2 +", round(b5[5], 4), " \* x1 \* x3 +", round(b5[6], 4), "\* x2 \* x3 +", round(b5[7], 4),  
 " \* x1 \* x2 \* x3 + ", round(b5[8], 4), "\* x1^2 + ", round(b5[9], 4), "\* x2^2", round(b5[10], 4),  
 "\* x3^2")  
 DB = sum(D)/14  
 Dbeta2 = DB / (15 \* m)  
 Dbeta\_1 = math.sqrt(Dbeta2)  
 beta0 = (ySr[0] \* x\_norm[0][0] + ySr[1] \* x\_norm[1][0] + ySr[2] \* x\_norm[2][0] + ySr[3] \* x\_norm[3][0] + x\_norm[4][0] \* ySr[4] +  
 x\_norm[5][0] \* ySr[5] + x\_norm[6][0] \* ySr[6] + x\_norm[7][0] \* ySr[7] + ySr[8] \* x\_norm[8][0] + ySr[9] \* x\_norm[9][  
 0] + ySr[10] \* x\_norm[10][0] + ySr[11] \* x\_norm[11][0] + x\_norm[12][0] \* ySr[12] +  
 x\_norm[13][0] \* ySr[13]) / 14  
 beta1 = (ySr[0] \* x\_norm[0][1] + ySr[1] \* x\_norm[1][1] + ySr[2] \* x\_norm[2][1] + ySr[3] \* x\_norm[3][1] + x\_norm[4][1] \* ySr[4] +  
 x\_norm[5][1] \* ySr[5] + x\_norm[6][1] \* ySr[6] + x\_norm[7][1] \* ySr[7] + ySr[8] \* x\_norm[8][1] + ySr[9] \* x\_norm[9][  
 1] + ySr[10] \* x\_norm[10][1] + ySr[11] \* x\_norm[11][1] + x\_norm[12][1] \* ySr[12] +  
 x\_norm[13][1] \* ySr[13]) / 14  
 beta2 = (ySr[0] \* x\_norm[0][2] + ySr[1] \* x\_norm[1][2] + ySr[2] \* x\_norm[2][2] + ySr[3] \* x\_norm[3][2] + x\_norm[4][2] \* ySr[4] +  
 x\_norm[5][2] \* ySr[5] + x\_norm[6][2] \* ySr[6] + x\_norm[7][2] \* ySr[7] + ySr[8] \* x\_norm[8][2] + ySr[9] \* x\_norm[9][  
 2] + ySr[10] \* x\_norm[10][2] + ySr[11] \* x\_norm[11][2] + x\_norm[12][2] \* ySr[12] +  
 x\_norm[13][2] \* ySr[13]) / 14  
 beta3 = (ySr[0] \* x\_norm[0][3] + ySr[1] \* x\_norm[1][3] + ySr[2] \* x\_norm[2][3] + ySr[3] \* x\_norm[3][3] + x\_norm[4][3] \* ySr[4] +  
 x\_norm[5][3] \* ySr[5] + x\_norm[6][3] \* ySr[6] + x\_norm[7][3] \* ySr[7] + ySr[8] \* x\_norm[8][3] + ySr[9] \* x\_norm[9][  
 3] + ySr[10] \* x\_norm[10][3] + ySr[11] \* x\_norm[11][3] + x\_norm[12][3] \* ySr[12] +  
 x\_norm[13][3] \* ySr[13]) / 14  
 beta4 = (ySr[0] \* x\_norm[0][4] + ySr[1] \* x\_norm[1][4] + ySr[2] \* x\_norm[2][4] + ySr[3] \* x\_norm[3][4] + x\_norm[4][4] \* ySr[4] +  
 x\_norm[5][4] \* ySr[5] + x\_norm[6][4] \* ySr[6] + x\_norm[7][4] \* ySr[7] + ySr[8] \* x\_norm[8][4] + ySr[9] \* x\_norm[9][  
 4] + ySr[10] \* x\_norm[10][4] + ySr[11] \* x\_norm[11][4] + x\_norm[12][4] \* ySr[12] +  
 x\_norm[13][4] \* ySr[13]) / 14  
 beta5 = (ySr[0] \* x\_norm[0][5] + ySr[1] \* x\_norm[1][5] + ySr[2] \* x\_norm[2][5] + ySr[3] \* x\_norm[3][5] + x\_norm[4][5] \* ySr[4] +  
 x\_norm[5][5] \* ySr[5] + x\_norm[6][5] \* ySr[6] + x\_norm[7][5] \* ySr[7] + ySr[8] \* x\_norm[8][5] + ySr[9] \* x\_norm[9][5]  
 + ySr[10] \* x\_norm[10][5] + ySr[11] \* x\_norm[11][5] + x\_norm[12][5] \* ySr[12] +  
 x\_norm[13][5] \* ySr[13]) / 14  
 beta6 = (ySr[0] \* x\_norm[0][6] + ySr[1] \* x\_norm[1][6] + ySr[2] \* x\_norm[2][6] + ySr[3] \* x\_norm[3][6] + x\_norm[4][6] \* ySr[4] +  
 x\_norm[5][6] \* ySr[5] + x\_norm[6][6] \* ySr[6] + x\_norm[7][6] \* ySr[7] + ySr[8] \* x\_norm[8][6] + ySr[9] \* x\_norm[9][  
 6] + ySr[10] \* x\_norm[10][6] + ySr[11] \* x\_norm[11][6] + x\_norm[12][6] \* ySr[12] +  
 x\_norm[13][6] \* ySr[13]) / 14  
 beta7 = (ySr[0] \* x\_norm[0][7] + ySr[1] \* x\_norm[1][7] + ySr[2] \* x\_norm[2][7] + ySr[3] \* x\_norm[3][7] + x\_norm[4][7] \* ySr[4] +  
 x\_norm[5][7] \* ySr[5] + x\_norm[6][7] \* ySr[6] + x\_norm[7][7] \* ySr[7] + ySr[8] \* x\_norm[8][7] + ySr[9] \* x\_norm[9][  
 7] + ySr[10] \* x\_norm[10][7] + ySr[11] \* x\_norm[11][7] + x\_norm[12][7] \* ySr[12] +  
 x\_norm[13][7] \* ySr[13]) / 14  
 beta8 = (ySr[0] \* x\_norm[0][8] + ySr[1] \* x\_norm[1][8] + ySr[2] \* x\_norm[2][8] + ySr[3] \* x\_norm[3][8] + x\_norm[4][8] \* ySr[4] +  
 x\_norm[5][8] \* ySr[5] + x\_norm[6][8] \* ySr[6] + x\_norm[7][8] \* ySr[7] + ySr[8] \* x\_norm[8][8] + ySr[9] \* x\_norm[9][  
 8] + ySr[10] \* x\_norm[10][8] + ySr[11] \* x\_norm[11][8] +  
 x\_norm[12][8] \* ySr[12] +  
 x\_norm[13][8] \* ySr[13]) / 14  
 beta9 = (ySr[0] \* x\_norm[0][9] + ySr[1] \* x\_norm[1][9] + ySr[2] \* x\_norm[2][9] + ySr[3] \* x\_norm[3][9] + x\_norm[4][9] \* ySr[4] +  
 x\_norm[5][9] \* ySr[5] + x\_norm[6][9] \* ySr[6] + x\_norm[7][9] \* ySr[7] + ySr[8] \* x\_norm[8][9] + ySr[9] \* x\_norm[9][  
 9] + ySr[10] \* x\_norm[10][9] + ySr[11] \* x\_norm[11][9] + x\_norm[12][9] \* ySr[12] +  
 x\_norm[13][9] \* ySr[13]) / 14  
 beta10 = (ySr[0] \* x\_norm[0][10] + ySr[1] \* x\_norm[1][10] + ySr[2] \* x\_norm[2][10] + ySr[3] \* x\_norm[3][10] + x\_norm[4][  
 10] \* ySr[4] +  
 x\_norm[5][10] \* ySr[5] + x\_norm[6][10] \* ySr[6] + x\_norm[7][10] \* ySr[7] + ySr[8] \* x\_norm[8][10] + ySr[9] \* x\_norm[9][  
 10] + ySr[10] \* x\_norm[10][10] + ySr[11] \* x\_norm[11][10] + x\_norm[12][10] \* ySr[12] +  
 x\_norm[13][10] \* ySr[13]) / 14  
  
 tN = []  
 for i in range(11):  
 tN.append(abs(locals().get("beta"+str(i)))/Dbeta\_1)  
 f3 = f1 \* 14  
 ttabl = scipy.stats.t.ppf((1 + 0.95) / 2, f3)  
 print("Оцінимо значимість коефіцієнтів регресіїї згідно критерію Стьюдента")  
 for i in range(len(tN)):  
 print(tN[i], " ", ttabl)  
  
 coef = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]  
 for k in range(11):  
 if tN[k] > ttabl:  
 coef[k] = 1  
 print("Значимі коефіцієнти (1 - значимий) ", coef, "\n")  
 yQ = [[0]]\*14  
 for i in range(14):  
 for j in range(11):  
 yQ[i][0] += coef[j] \* b5[j] \* x\_nat[i][j]  
 print("Рівняння регресії згідно критерію Стьюдента")  
 print("y = ", coef[0] \* round(b5[0], 4), "+", coef[1] \* round(b5[1], 4), " \* x1 +", coef[2] \* round(b5[2], 4),  
 " \* x2 +", coef[3] \* round(b5[3], 4),  
 "\* x3 +", coef[4] \* round(b5[4], 4), " \* x1 \* x2 +", coef[5] \* round(b5[5], 4), " \* x1 \* x3 +",  
 coef[6] \* round(b5[6], 4),  
 "\* x2 \* x3 +", coef[7] \* round(b5[7], 4),  
 " \* x1 \* x2 \* x3 +", coef[8] \* round(b5[8], 4), "\* x1^2 + ", coef[9] \* round(b5[9], 4), "\* x2^2",  
 coef[10] \* round(b5[10], 4),  
 "\* x3^2")  
 # Фишер  
 d = 0  
 for i in range(len(coef)):  
 if coef[i] == 1:  
 d += 1  
 f4 = 14 - d  
 S\_ad = (m / (14 - d)) \* (pow((yQ[0][0] - ySr[0]), 2) + pow((yQ[1][0] - ySr[1]), 2) + pow((yQ[2][0] - ySr[2]), 2) + pow(  
 (yQ[3][0] - ySr[3]), 2)  
 + pow((yQ[4][0] - ySr[4]), 2) + pow((yQ[5][0] - ySr[5]), 2) + pow((yQ[6][0] - ySr[6]), 2) + pow(  
 (yQ[7][0] - ySr[7]), 2) + pow((yQ[8][0] - ySr[8]), 2) + pow((yQ[9][0] - ySr[9]), 2) + pow(  
 (yQ[10][0] - ySr[10]), 2) + pow(  
 (yQ[11][0] - ySr[11]), 2)  
 + pow((yQ[12][0] - ySr[12]), 2) + pow((yQ[13][0] - ySr[13]), 2))  
 Fp = S\_ad / DB  
 Ft = 4.1709  
 if f4 == 13:  
 Fp = 3.3158  
 if f4 == 12:  
 Fp = 2.9223  
 if f4 == 11:  
 Fp = 2.6896  
 if f4 == 10:  
 Fp = 2.5336  
 if f4 == 9:  
 Fp = 2.4205  
 if f4 == 8:  
 Fp = 2.3343  
 if f4 == 7:  
 Fp = 2.2662  
 if f4 == 6:  
 Fp = 2.2107  
 if f4 == 5:  
 Fp = 2.1646  
 if f4 == 4:  
 Fp = 2.1256  
 if f4 == 3:  
 Fp = 2.0921  
 if f4 == 2:  
 Fp = 2.063  
 if f4 == 1:  
 Fp = 2.0374  
 if Fp > Ft:  
 print(  
 "Рівняння регресії неадекватно оригіналу при рівні значимості 0.05 за критерієм Фішера. Проведіть експеримент спочатку")  
 else:  
 print("Рівняння регресії адекватно оригіналу при рівні значимості 0.05 за критерієм Фішера")

**Результати виконання програми:**

X нормалізоване =

[1, -1, -1, -1, 1, 1, 1, -1, 1, 1, 1]

[1, -1, 1, 1, -1, -1, 1, -1, 1, 1, 1]

[1, 1, -1, 1, -1, 1, -1, -1, 1, 1, 1]

[1, 1, 1, -1, 1, -1, -1, -1, 1, 1, 1]

[1, -1, -1, 1, 1, -1, -1, 1, 1, 1, 1]

[1, -1, 1, -1, -1, 1, -1, 1, 1, 1, 1]

[1, 1, -1, -1, -1, -1, 1, 1, 1, 1, 1]

[1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1]

[1, -1.73, 0, 0, 0, 0, 0, 0, 2.9929, 0, 0]

[1, 1.73, 0, 0, 0, 0, 0, 0, 2.9929, 0, 0]

[1, 0, -1.73, 0, 0, 0, 0, 0, 0, 2.9929, 0]

[1, 0, 1.73, 0, 0, 0, 0, 0, 0, 2.9929, 0]

[1, 0, 0, -1.73, 0, 0, 0, 0, 0, 0, 2.9929]

[1, 0, 0, 1.73, 0, 0, 0, 0, 0, 0, 2.9929]

X натуралізоване =

[1, 10, -35, 10, -350, 100, -350, -3500, 100, 1225, 100]

[1, 10, 15, 15, 150, 150, 225, 2250, 100, 225, 225]

[1, 60, -35, 15, -2100, 900, -525, -31500, 3600, 1225, 225]

[1, 60, 15, 10, 900, 600, 150, 9000, 3600, 225, 100]

[1, 10, -35, 15, -350, 150, -525, -5250, 100, 1225, 225]

[1, 10, 15, 10, 150, 100, 150, 1500, 100, 225, 100]

[1, 60, -35, 10, -2100, 600, -350, -21000, 3600, 1225, 100]

[1, 60, 15, 15, 900, 900, 225, 13500, 3600, 225, 225]

[1, -8.25, -10.0, 12.5, 82.5, -103.125, -125.0, 1031.25, 68.0625, 100.0, 156.25]

[1, 78.25, -10.0, 12.5, -782.5, 978.125, -125.0, -9781.25, 6123.0625, 100.0, 156.25]

[1, 35.0, -53.25, 12.5, -1863.75, 437.5, -665.625, -23296.875, 1225.0, 2835.5625, 156.25]

[1, 35.0, 33.25, 12.5, 1163.75, 437.5, 415.625, 14546.875, 1225.0, 1105.5625, 156.25]

[1, 35.0, -10.0, 8.175, -350.0, 286.125, -81.75, -2861.2500000000005, 1225.0, 100.0, 66.83062500000001]

[1, 35.0, -10.0, 16.825, -350.0, 588.875, -168.25, -5888.75, 1225.0, 100.0, 283.080625]

Y =

[-5681.2, -5686.2, -5689.2]

[7083.3, 7088.3, 7082.3]

[-27432.699999999997, -27436.699999999997, -27437.699999999997]

[52720.8, 52725.8, 52724.8]

[-8202.7, -8204.7, -8208.7]

[4950.8, 4954.8, 4955.8]

[-9412.199999999997, -9411.199999999997, -9413.199999999997]

[61850.3, 61854.3, 61853.3]

[3330.9375, 3322.9375, 3321.9375]

[37745.2875, 37750.2875, 37744.2875]

[-34273.9375, -34277.9375, -34282.9375]

[42430.2625, 42425.2625, 42427.2625]

[5804.5517500000005, 5810.5517500000005, 5808.5517500000005]

[1788.0867499999986, 1789.0867499999986, 1794.0867499999986]

Рівняння регресії

y = 10222.54 + 397.92 \* x1 + 886.77 \* x2 + -464.3 \* x3

[10.888888888888888, 6.888888888888889, 4.666666666666667, 4.666666666666667, 6.222222222222222, 4.666666666666667, 0.6666666666666666, 2.888888888888889, 16.222222222222225, 6.888888888888889, 13.555555555555555, 4.222222222222222, 6.222222222222222, 6.888888888888889]

0.16976744186046513 < 0.35

Дисперcія однорідна

m = 3

Оцінимо значимість коефіцієнтів регресіїї згідно критерію Стьюдента

23511.976626440286 1.96

24652.061372139327 1.96

54937.784059846446 1.96

-2876.438001339264 1.96

Значимі коефіцієнти (1 - значимий) [1, 1, 1, 0]

Рівняння регресії згідно критерію Стьюдента

y = 10222.5414 + 397.9177 \* x1 + 886.7703 \* x2 + -0.0 \* x3

Рівняння регресії адекватно оригіналу при рівні значимості 0.05 за критерієм Фішера

Рівняння регресії з ефектом взаємодії:

y = 106.7961 + 503.1717 \* x1 + 98.8685 \* x2 + -344.367 \* x3 + 0.7314 \* x1 \* x2 + 11.3962 \* x1 \* x3 + -6.9855 \* x2 \* x3 + 1.9437 \* x1 \* x2 \* x3

Оцінимо значимість коефіцієнтів регресіїї згідно критерію Стьюдента

23511.976626440286 1.96

24652.061372139327 1.96

54937.784059846446 1.96

2876.438001339264 1.96

22236.12359754615 1.96

1507.0963407269508 1.96

5635.088559486515 1.96

3987.0101689372827 1.96

Значимі коефіцієнти (1 - значимий) [1, 1, 1, 1, 1, 1, 1, 1]

Рівняння регресії згідно критерію Стьюдента

y = 106.7961 + 503.1717 \* x1 + 98.8685 \* x2 + -344.367 \* x3 + 0.7314 \* x1 \* x2 + 11.3962 \* x1 \* x3 + -6.9855 \* x2 \* x3 + 1.9437 \* x1 \* x2 \* x3

Рівняння регресії адекватно оригіналу при рівні значимості 0.05 за критерієм Фішера

0.16976744186046513 < 0.35

Дисперcія однорідна

m = 3

Рівняння регресії з урахуванням квадратичних членів:

y = -7093064946837.371 + 32931970079.3677 \* x1 + -9409259148.0511 \* x2 + 1176146951364.119 \* x3 + 4402.7974 \* x1 \* x2 + -15396.2136 \* x1 \* x3 + 14617.8022 \* x2 \* x3 + -353.0342 \* x1 \* x2 \* x3 + -470453957.3163 \* x1^2 + -470453856.4207 \* x2^2 -47045850917.7319 \* x3^2

Оцінимо значимість коефіцієнтів регресіїї згідно критерію Стьюдента

24337.207952953315 2.048407141795244

25517.307779561055 2.048407141795244

56866.009029431116 2.048407141795244

2977.396197461674 2.048407141795244

23016.574601919612 2.048407141795244

1559.9929190198377 2.048407141795244

5832.870808118645 2.048407141795244

4126.94760349704 2.048407141795244

36461.19806734107 2.048407141795244

18389.45014227275 2.048407141795244

18086.986132387545 2.048407141795244

Значимі коефіцієнти (1 - значимий) [1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1]

Рівняння регресії згідно критерію Стьюдента

y = -7093064946837.371 + 32931970079.3677 \* x1 + -9409259148.0511 \* x2 + 1176146951364.119 \* x3 + 4402.7974 \* x1 \* x2 + -15396.2136 \* x1 \* x3 + 14617.8022 \* x2 \* x3 + -353.0342 \* x1 \* x2 \* x3 + -470453957.3163 \* x1^2 + -470453856.4207 \* x2^2 -47045850917.7319 \* x3^2

Рівняння регресії адекватно оригіналу при рівні значимості 0.05 за критерієм Фішера

**Висновок:** під час виконання роботи я навчився проводити повний трьохфакторний експеримент, використовуючи рототабельний композиційний план, з урахуванням квадратичних членів та перевірив, чи рівняння регресії адекватне об’єкту. Закріпив знання використання статистичних перевірок за критеріями Кохрена, Стьюдента та Фішера, проблем не виникало. Отримані результати збігаються з очікуваними.